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ABSTRACT
Campus Data For Geo-Location Based Augmented RealityBy
By
Cesar Aldair Aleman

Spencer Austin

Andrew Burt

Rodrigo Alejandro Ortiz

The lack of a reliable method of navigation was the motivation for this project.
The goal of this application is to be able to locate and identify buildings across our
campus. The method that we will use to deliver this data is the user’s smartphone camera.
The camera will be pointed toward the building of interest and it will generate a box over
the building effectively identifying it and it will also be able to display forrelevant data

for that building. This will be merely the building blocks to show what it is capable of.
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CHAPTER ONE: INTRODUCTION

CSUB is a very small campus, yet finding specific locations can seem like an
impossible task. The layout of CSUB can become confusing especially since identifiers
on the buildings are not always clear and visible for students. It is clear that this will
continue to be an issue because it has not been formally addressed. Around campus there
are maps that students may walk up to locate a building. This map does not contain the
common “You are here” maker for the student to orient themselves in regard to their
current location on campus. Furthermore, at the beginning of each semester, campus
police and other volunteers walk the campus helping students locate their classes. This is
far too old fashioned. Students should not have to rely on there being a volunteer to help
them locate their classes. This solution is also very temporary. When students need to
find an instructor’s particular office mid-semester, those volunteers will no longer be
there. Using state of the art AR technology, this is the issue our group will try to resolve

this semester.

Outdoor mapping [6] allows a student to open up their “go to” mobile mapping
application, such as Google Maps to navigate to a desired location on campus. Although
this technology is great in a general sense, when it comes to distinct mapping of CSUB,
where a student is trying to find the name of a building, or a specific landmark on
campus, not a street address, the technology isn’t exact. This issue isn’t exclusive to
universities; enclosed areas such as parks and zoos aren't provided guidance towards
distinct buildings and locations. Additionally, the information outdoor mapping gives is

limited to general directions and does not give classroom or instructor information.



Geo-based AR is another possible solution. AR is a technology that falls under the
Artificial Intelligence umbrella and is used to insert graphically made objects into the
real-world using a medium; Wikitude is a good example of this. Wikitude’s origin had a
similar idea to our own when it was created. It is based on image recognition of
landmarks. With Wikitude, the user would point their phone to a landmark and relevant
information of the land mark would be displayed. Wikitude uses image recognition to be
able to identify these structures. Image recognition is achieved by using neural networks
that are set up exclusively to process images. This network works to learn the subject of
the image and thus make a distinction among images [2].

Another great example of geo-based AR is the application called PeakVisor. PeakVisor is
an application that allows the user to point their phones around them and they will see
nearby mountains/peaks. PeakVisoris an example of an Augmented Reality (AR)
enabled application. The medium in the case of PeakVisor is a cell phone camera. The
user points the camera around themselves and the app will outline mountain peaks that
are nearby. The app does this by using the user’s location as well as the sensors that come
with the phone such as the barometer, gyroscope, and etc. In this case, there is no need
for image recognition needed because the application is able to find where it is itself, and
based on its location, it can then find the mountains around it. It is a clever use of the
sensors that our modern smartphones are equipped with. This application as has a 3D
map function that allows the user to see the terrain. It also has a virtual compass in the
lower portion of the app.

MapBox is another type of Geo-Based AR. Mapbox is a navigation building tool that also

allows for implementation of AR technology. Their main focus is navigation. A



demonstration on the Mapbox website shows an example of a form of heads-up display.
The user points their phone in front of them and the application will give guided
directions. Ituses the phone camera to give a path of where to go. It also displays
information such as, time of arrival. The app also shows the areas surrounding

the user but the main subject of the application is giving directions.



CHAPTER TWO: OUR SOLUTION

Our solution is to use a combination of all of the above referenced technologies.
Using the Wikitude SDK as our base we intend to create a mobile application that will
allow users to point their phone camera at buildings around our campus, and they would
be given the building name. Selecting a building name would present other relevant
information to the user such as instructors whose offices are in these particular buildings,
what classrooms are located in the building, which department(s) the building houses
such as Math, Biology, etc. Furthermore, by inputting a instructor's name or classroom
into the mobile application, the student will be given navigation instructions using

outdoor mapping techniques.

When considering this idea, we wondered if it fell in line with Virtual Reality
(VR) or Augmented Reality. However, through some research we were able to find a
distinct difference among the two concepts. VR technology immerses the user completely
into the desired environment. It cuts all elements of the real-world and places the user in
another. AR takes the real world and adds elements to it that would normally not appear
[5], such as the compass that appears in the PeakVisor application. We understood that
our goal was not to immerse the user into another setting, but rather assist them with the
setting they already find themselves in by adding relevant information to their

environment.



CHPATER THREE: IMPLEMENTATION

Point of Interest Object Creation

The backbone of this project became Wikitude. Once we became familiar with
it we began to gather data for the JSON file we would use to populate the users screen

with information. The POIs, or Points of Interests, would become these:

":"20","longitude”: "-119.104856","latitude™:"35.348926","description”:"Science 3","name":"SCI-III"},

Figure 1
Each location of campus would need to have its own object in order for it to populate
with its unique properties. Once we were able to gather all this data, we then moved onto
how to actually get the data to appear for the user. The main page that the users sees once
the app is launched and the phone camera is used is a simple yet robust HTML page. The
page interacts with various JavaScript functions to allow for the population of the points.

All these points are stored in https://cs.csub.edu/~caleman/SenSem/testdata.

Our main JS file creates a couple of variables to store basic information such as
the locations of various resources that we use for the app to work. But the main object to
consider is the World object. Here is where the ‘world’ that is seen through the screen is
created. Within the object we can obtain the users location to be able to begin populating
the points that are relevant to the user. Each of the properties of the object are stored
within the POI object variable. These properties were shown above in figure 1. Now
something to note here is that altitude plays a huge role in this. Originally altitude was

not being accounted for but after reading some Wikitude documentation we were able to



use altitude to fix an issue where all the points were either too low or too high. The way
we dealt with the issue was to use the user’s altitude and dynamically change how high or

low an object sat depending on the proximity of the user to the object.

The proximity to the user also took some time to figure out as we were dealing
with an object in a three-dimensional space where we have latitude, longitude, and
altitude. After several hours of research, we were able to use the following formula in
Figure 2 to find the distance between user and object that would later prove to be

essential for our range functionality.

D = 3963.0 * arccos [(sin(lat1) *sin(lat2)) + cos(lat1) = cos(lat2) * cos(long2 — long1)]

Figure 2



Point of Interest Selection

Once the user has found a POI that they would like to see more information of, they are

Details *t;

able to select the POI to get information about that building. Once the

) Range

object is selected, a window will slide from the right or left, A

depending on the location of the object and it will display some Seiences

Distance: 60 m
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Details: information for
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seen in Figure 3. In this case, Science 3 was selected, and the panel
came to show some of the relevant information about Science 3. Our
original intention was to be able to show events, meeting, etc that
would be happening in each building. However, that proved to be a

challenge as we would need to find a way to incorporate software that

is being used by CSUB to populate such information. Unfortunately,
we began to speak to CSUB about our project in the last half of the Figure 3
development cycle. One thing we were able to implement was the floorplans. These
floorplans were our solution to indoor navigation without having to spend too many
resources solely focusing on indoor navigation. These floorplans show a static map of

where each room is within a building.

Point of Interest Range Functionality

We also were able to implement some important functionality in the way of adjusting the
range of objects that appear for the user. We thought about not having this function

because we would only want to display points that are relevant to the user and not every



single, once the app has loaded in. However, it is likely that a user may need to find a
location that they are not near and thus the range function would be very useful. The

range function can be seen in Figure 4.
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Figure 4

This range function is also dynamic. This means that if the user is very far away from any
point of interest, the max range will the furthest point to the user. It will still show points
despite not being near campus. This can be useful fora passenger in a car or bus using

the app to be able to see what building is what.

CHAPTER FOUR: DATA MANAGEMENT
CONCLUSION AND CLOSING REMARKS
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APPENDIX

Roles and Responsibilities

The work for our project is assigned as follows:

Cesar Aleman

Create base SDK which allows for Augmented Reality capability within

Android application.

Map GPS coordinates on campus

Data Entry — Classrooms & offices within buildings
Implement Radar within app

Testing and De-Bugging

Spencer Austin

Obtain Education license for the Wikitude SDK
Create base SDK which allows for Augmented Reality capability within

Android application

Andrew Burt

Configure Android application to use the license provided by Wikitude
Set up Git Hub for use in Android studio

Data Entry — Classrooms & offices within buildings

Map GPS coordinates on campus

Implement Radar within app

Testing and de-bugging

Data entry and coordinate management web application to manage the

JSON data for our project

Rodrigo Ortiz

Map GPS coordinates on campus

Configure Git Hub for use with Android Studio
Data Entry — Classrooms & offices within buildings
Implement Radar within App

Testing and debugging

Graphical User Interface Design

Map GPS coordinates on campus

Data Entry — Classrooms & offices within buildings
Implement Radar within app

Testing and debugging



Timeline

Figure B1
SEMESTER 1 SEMESTER 2

WEEKS 1234567 89 1 11 12 13 14 15 16 17 18 19 20

Android Environment Configuration
AR SDK Base Application Creation [

Radar Functionality

Map GPS Campus Coordinates
& Coordinate Application

Classroom & Office Data Entry

WEEKS 21 22 23 24 25 26 27 28 29 31

GUI Design

Opfimization

Figure B1 Software development timeline showcasing priorities and the length of tasks
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